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Before we start…

▪ Agenda

Webinar – 45 minutes – 5 PM (Berlin) / 10 AM (UTC -6)

Q&A – 15 minutes – 5:45 PM (Berlin) / 10:45 AM (UTC -6)

▪ Ask your questions in the Q&A

▪ Session is recorded and will be available on YouTube

▪ Slides will be available as well on the KNIME Forum

▪ Example workflows are available on the KNIME Hub
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Agenda

▪ KNIME Text Processing Philosophy and Specifics

▪ Sentiment Analysis Example

▪ Topic Analysis Example

▪ Social Media Analysis Example

▪ Resources / Wrapup

▪ Q&A
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Other Text Processing Use Cases

▪ Examples on the KNIME Hub for…

▪ PDF Parsing / Tabular Extraction

▪ Optical Character Recognition

▪ Free Text Generation

▪ Active Learning for NLP

▪ Deep Learning for NLP
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Philosophy
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Additional Data Types: Document

▪ KNIME uses a composite/aggregate data type to represent textual content

▪ Fields include:
▪ Title

▪ Text

▪ Source

▪ Category

▪ Author(s)

▪ Date, …

▪ Generic Meta Data
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Additional Data Types: Term

▪ KNIME uses a composite/aggregate data type to represent terms [keywords]

▪ Fields include:
▪ Sentiment

▪ POS tag

▪ City

▪ Person name

▪ Etc.
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Sentiment Analysis – A Teaser!
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Sentiment Analysis – Movie Reviews Example

Task: Determine the expressed opinion in a document/text, e.g. positive, negative.

Our first example: IMDB movie reviews

Sentiment Analysis = Opinion Mining = Emotion AI

Lexicon Based Machine Learning Deep Learning
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Part 1: Reading and Parsing Data

Read/Parse textual data

Other Reader nodes
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Part 2: Enrichment

Enrich documents with semantic information
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Part 3: Preprocessing 

Preprocess documents and filter words
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Part 4: Transformation and Frequencies’ Computation

Preprocess documents
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Part 5: Classification

Lexicon based
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Machine learning
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Sentiment Analysis Demo
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Clustering and LDA
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Clustering

▪ Find groups (clusters) of similar

documents
▪ Topic detection

▪ Exploration

▪ Unsupervised learning

▪ We can use standard KNIME 

nodes to cluster the numerical 

document vectors.
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Visualizing Clusters

Methods:

▪ Hierarchical clustering

▪ K-Means / Medoids

▪ Density based

▪ t-SNE for embedding of high 

dimensional data

▪ …
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Topic Modeling in Text Mining

▪ The process of discovering (learning, identifying, extracting) topics across 

a collection of documents (corpus)

▪ Common assumptions for all topic modeling models:
▪ Each document consists of a mix of topics

▪ Each topic consists of a collection of words/terms

▪ Topics are “hidden” or “latent” constructs in between documents and words

▪ The goal of topic modeling is to discover these latent variables (i.e., topics) 

that shape the meaning/semantics in the document collection
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Latent Dirichlet Allocation (LDA)

▪ LDA uses Dirichlet priors/distributions for the document-to-topic and topic-to-word 

associations/allocations

▪ LDA is a generative statistical model
▪ It is an unsupervised learning process

▪ Given a set of training data the goal is to identify the underlying distribution by generating samples from the 

same distribution

▪ Dirichlet distribution - Dir(α)
▪ It is a family of continuous multivariate probability distributions parameterized by a vector α of positive reals. 

▪ It is a multivariate generalization of the beta distribution

▪ Hence, it is also called multivariate beta distribution (MBD)
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Latent Dirichlet Allocation (LDA)
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Latent Dirichlet Allocation (LDA) in KNIME

Output
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LDA Demo
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Twitter Sentiment Demo
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From Words to Wisdom Book

Free Copy of “From Words to Wisdom” Book from KNIME Press 

https://www.knime.com/knimepress

with code: INTRO-TP-1122
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Stay connected with KNIME

Follow us on social media: 
Blog: knime.com/blog

Forum: 

forum.knime.com

KNIME Hub: 

hub.knime.com

KNIME E-Learning Course:

www.knime.com/e-learning-

course
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Installation

▪ Install KNIME Textprocessing Extension from menu…
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Installation

▪ …or drag-and-drop from KNIME Hub
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Thank you – Questions?
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